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1. Code and Name: CS3700. Big Data (Mandatory)
2. Credits: 3
3. Hours of theory and Lab: 1 HT; 4 HL; (15 weeks)
4. Professor(s)

Meetings after coordination with the professor
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6. Information about the course

(a) Brief description about the course Nowadays, knowing scalable approaches to processing and storing large
volumes of information (terabytes, petabytes and even exabytes) is fundamental in computer science courses. Every
day, every hour, every minute generates a large amount of information which needs to be processed, stored, analyzed.

(b) Prerrequisites:

• CS2702. Databases II. (5th Sem)

• CS3P01. Parallel and Distributed Computing . (7th Sem)

(c) Type of Course: Mandatory

(d) Modality: Face to face

7. Specific goals of the Course

• That the student is able to create parallel applications to process large volumes of information

• That the student is able to compare the alternatives for the processing of big data
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• That the student is able to propose architectures for a scalable application

8. Contribution to Outcomes

a) An ability to apply knowledge of mathematics, science. (Usage)

b) An ability to design and conduct experiments, as well as to analyze and interpret data. (Usage)

i) An ability to use the techniques, skills, and modern computing tools necessary for computing practice. (Usage)

j) Apply the mathematical basis, principles of algorithms and the theory of Computer Science in the modeling and design
of computational systems in such a way as to demonstrate understanding of the equilibrium points involved in the
chosen option. (Usage)

a) An ability to apply knowledge of mathematics, science. (Usage)

b) An ability to design and conduct experiments, as well as to analyze and interpret data. (Usage)

i) An ability to use the techniques, skills, and modern computing tools necessary for computing practice. (Usage)

j) Apply the mathematical basis, principles of algorithms and the theory of Computer Science in the modeling and design
of computational systems in such a way as to demonstrate understanding of the equilibrium points involved in the
chosen option. (Usage)

9. Competences (IEEE)

C2. Ability to have a critical and creative perspective in identifying and solving problems using computational thinking.
⇒ Outcome a,b

C16. Ability to identify advanced computing topics and understanding the frontiers of the discipline.⇒ Outcome i

CS2. Identify and analyze criteria and specifications appropriate to specific problems, and plan strategies for their
solution.⇒ Outcome i,b

CS3. Analyze the extent to which a computer-based system meets the criteria defined for its current use and future
development.⇒ Outcome j

CS6. Evaluate systems in terms of general quality attributes and possible tradeoffs presented within the given problem.⇒
Outcome j
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10. List of topics

1. Introducción a Big Data

2. Hadoop

3. Procesamiento de Grafos en larga escala

2



11. Methodology and Evaluation
Methodology:

Theory Sessions:
The theory sessions are held in master classes with activities including active learning and roleplay to allow students to
internalize the concepts.

Lab Sessions:
In order to verify their competences, several activities including active learning and roleplay will be developed during lab
sessions.

Oral Presentations:
Individual and team participation is encouraged to present their ideas, motivating them with additional points in the
different stages of the course evaluation.

Reading:
Throughout the course different readings are provided, which are evaluated. The average of the notes in the readings is
considered as the mark of a qualified practice. The use of the UTEC Online virtual campus allows each student to access
the course information, and interact outside the classroom with the teacher and with the other students.
Evaluation System:

12. Content

Unit 1: Introducción a Big Data (15)
Competences Expected: C2, C4
Learning Outcomes Topics

• Explain the concept of Cloud Computing from the
point of view of Big Data[Familiarity]

• Explain the concept of Distributed File System [Fa-
miliarity]

• Explain the concept of the MapReduce programming
model[Familiarity]

• Overview on Cloud Computing

• Distributed File System Overview

• Overview of the MapReduce programming model

Readings : [Cou+11]

Unit 2: Hadoop (15)
Competences Expected: C2, C4
Learning Outcomes Topics

• Understand and explain the Hadoop suite [Familiar-
ity]

• Implement solutions using the MapReduce program-
ming model. [Usage]

• Understand how data is saved in the HDFS. [Famil-
iarity]

• Hadoop overview.

• History.

• Hadoop Structure.

• HDFS, Hadoop Distributed File System.

• Programming Model MapReduce

Readings : [HDF11], [BVS13]
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Unit 3: Procesamiento de Grafos en larga escala (10)
Competences Expected: C16
Learning Outcomes Topics

• Understand and explain the architecture of the
Pregel project. [Familiarity]

• Understand the GraphLab project architecture. [Fa-
miliarity]

• Understand the architecture of the Giraph project.
[Familiarity]

• Implement solutions using Pregel, GraphLab or Gi-
raph. [Usage]

• Pregel: A System for Large-scale Graph Processing.

• Distributed GraphLab: A Framework for Machine
Learning and Data Mining in the Cloud.

• Apache Giraph is an iterative graph processing sys-
tem built for high scalability.

Readings : [Low+12], [Mal+10], [Bal+08]

4


